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Critical ratio between the amplitudes of two overtaking solitary water waves
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In this paper, we study the critical ratio between the amplitudes of two overtaking solitary waves on a layer
of water with uniform depth. At the center of encounter, the wave profile is fore-and-aft symmetric, but it could
have a single peak or double peaks. The critical ratio separates these two regimes. At the critical point, the
wave peak is flat with zero slope and curvature. We solve the full water wave problem numerically by using a
fully nonlinear and highly dispersive Boussinesq model. The model is numerically justified to be a good
approximation of the Euler equations for solitary waves with very large amplitude. For small amplitude water
waves, our calculated critical ratio reduces to the well-known result of 3 predicted by the Korteweg—de Vries
equation, a weakly nonlinear and weakly dispersive model. For large amplitude water waves, the nonlinear
effect is significant; we find that the critical ratio deviates significantly from 3. For water waves with very high
amplitude, e.g., 0.6 relative wave height, the critical ratio could be as large as 4. Our result suggests that
higher-order nonlinear and dispersive effects are important when modeling the strong interaction between large

amplitude water waves.
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I. INTRODUCTION

The interaction between solitary waves is an important
issue in nonlinear mathematical physics. It has been studied
for a few decades in fundamental science and engineering
since the middle of the last century. Possible applications
include tsunami waves, plasma magnetohydrodynamic
waves, long waves in anharmonic crystals, and others.

Under the assumption that the nonlinear and dispersive
effects are balanced, weakly nonlinear and weakly dispersive
models have been developed. For example, the classical
Boussinesq equations were derived for two-dimensional
waves, the Korteweg—de Vries (KdV) equation was derived
for unidirectional waves, and the Kadomtsev-Petviashvili
(KP) equation was derived for weakly two-dimensional
waves.

As a general model, the KdV equation is used to model
the propagation and interaction of surface waves on a layer
of water and internal waves in a shallow density-stratified
fluid. The so-called inverse scattering transform for solving
the KdV equation was developed by Gardner et al. [1] and
the collision between the KdV solitary waves is shown to be
elastic. The exact explicit solution of the KdV equation for
multiple soliton collisions was given by Hirota [2] and was
discussed in detail by Whitham [3] for the interaction be-
tween two solitons.

For the overtaking interaction between two solitary
waves, they either pass through each other or remain sepa-
rated throughout the encounter depending on the ratio be-
tween the amplitudes of the two solitary waves. The critical
ratio separating the single-peak and double-peak regimes for
overtaking solitary wave encounters was noted by Zabusky
[4], proved for its existence and numerically analyzed by
Lax [5], experimentally measured by Weidman and Maxwor-
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thy [6], and analytically determined by Wu [7] for the KdV
equation. The critical interaction delineated by Lax [5] oc-
curs for %(3+ V5) <o <3, herein o is defined as the ratio of
the larger amplitude «; to the smaller amplitude a, of the
incoming solitary waves.

Based on the KdV equation, it was found analytically by
Wu [7] that the two crests either pass through each other or
remain separated throughout the encounter according to
whether the ratio of two incident solitary waves’ amplitude
o>3 or 1 <o<3. At the critical condition, o=3, the single
peak becomes instantaneously flattened to zero curvature.

The KdV equation and other weakly nonlinear and
weakly dispersive Boussinesq equations are the first order
approximation in nonlinearity and dispersiveness. In order to
achieve higher accuracy in solving the water wave problem,
various high order KdV models have been developed to in-
vestigate the highly nonlinear and highly dispersive effects.

By retaining high order terms, some extended KdV equa-
tions were obtained, see, e.g., [8—10]. With the third order
terms, the numerical results show that after the collisions
there is little change on the amplitudes of solitary waves, but
a dispersive wave train occurs. This indicates that the third
order equation might not be integrable.

On the other hand, the full water wave problem governed
by the Euler equations could be solved numerically with
modern computational techniques and increasing computa-
tional capability. Even now, the full Euler equations are still
difficult to solve due to the high nonlinearity and continuous
changing of the computational domain bounded by the free
surface. Numerical computations of unsteady gravity waves
is extensively studied in the literature. Many effective nu-
merical models were established to simulate the highly non-
linear wave problems. Besides the boundary integral method,
many accurate spectral methods were designed to solve the
fully nonlinear potential problem, as in the recent works
[11-13] and reviews in [14]. With these accurate numerical
methods, the accuracy of various low order approximate
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models can be evaluated by comparing with the exact solu-
tion.

The phenomenon of forward shift of the larger wave and
backward shift of the smaller wave is one of the most impor-
tant characteristics of overtaking collision between two soli-
tary waves. It attracts many interests, see, e.g., [6,15]. The
kinematic property is another important aspect for the non-
linear problems. However, there are relatively few studies
focusing on the critical condition. It was pointed out by Fen-
ton and Rienecker [16] that there is a difference on the pre-
dicted critical condition between the fully potential problem
and the KdV model for binary solitary wave overtaking col-
lision. In [16], there is a slight trough between two crests at
the interaction center for a ratio of 0=3.142 and «
=0.3252, unlike predictions from the KdV equation.

A few previous works, e.g., [5,16], have indicated the
inaccuracy of the KdV theory in predicting the wave forms
during the overtaking collisions. The purpose of this work is
to find the variation of the critical ratio vs the wave ampli-
tude due to the nonlinear effect in the framework of the fully
nonlinear potential theory.

The fully nonlinear and highly dispersive Boussinesq (re-
ferred to herein as FNHDB) model is used to model the
overtaking collision numerically. It has been demonstrated in
[17] that the FNHDB model could be applied to the model
wave problem accurately for weak interactions (head-on col-
lision) between two solitary waves. Some more numerical
experiments are carried out to further support the validity of
the FNHDB model. With the accuracy of the FNHDB model
well established, the critical condition for overtaking colli-
sion is studied.

II. FULLY NONLINEAR HIGHLY DISPERSIVE
BOUSSINESQ EQUATIONS

A. Model description

Consider the flow of an incompressible, inviscid fluid
with a free surface. A Cartesian coordinate system is
adopted, with the x axis locating on the still-water level, and
the z axis pointing upwards. The fluid domain is bounded by
the seabed at z=—h, and the free surface at z=7(x,f), where
t stands for the time variable. The kinematic and dynamic
free surface conditions are

W+ (V=) =0, (1)
T8l STV -0+ )], =0, @

where
V=ii+Wwi,. (3)

Here u# and w are the horizontal and vertical velocities
evaluated at the free surface, g is the gravitational accelera-
tion, and subscripts ¢ and x denote partial derivatives. The
kinematic boundary condition on a flat bottom reads
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w,=0 at z=-h, (4)

where w), is the vertical velocity at the sea bed. To close the
problem, the vertical distribution of the fluid velocity could
be expressed by

u(x,z;1) = cos[(z — 2)d, Jit + sin[ (z = 2) 9, W, (5)

w(x,z;1) = cos[(z = 2) 9, W — sin[(z - 2)d,]d, (6)

which is an invariant form of the exact solution of the
Laplace equation given by Madsen er al. [18]. Its original
form is derived by [19]. The definition of cos and sin opera-
tors are

cos(zd,) = 2( 1)” 8,25”

n=0

2

n+l n+l
sin(zd,) = HEO( 1) (2 1)'19)2(

From the definition in Egs. (5) and (6), the velocity com-
ponents at the free surface are w=u(x,{;t) and w=w(x, ;1)
and they can be expressed in terms of & and w. In the same
approach, the utility velocities # and W could be used to
express the velocity component at the bottom, i.e., w,
=w(x,—h;1). Hence the system of fully nonlinear highly dis-
persive Boussinesq equations are composed by Egs. (1)—(6).
These time stepping systems are solved with the fourth order
Runge-Kutta method for time integration and the seven point
centered finite difference method in space. The details of the
solution procedure could be found in [17].

We apply a truncated, Padé series expansion of the veloc-
ity potential about an arbitrary level z=Z in the fluid layer.
The Padé series truncation form of the sin and cos operators
are

N,

d)=1- —)\252+
cos(zd,) 63 M

sin(zd,) = Nd, — —)\3&3 + —)\585
945
wherein A=z—Z. In this paper, £ is chosen to be the half still
water depth, i.e., Z=—h/2, which is proved to be an accurate
choice for both the linear and nonlinear properties. In the
following calculations, dimensionless problems are numeri-
cally solved by choosing 2=1 m and g=1 m/s>.

B. Comments on the fully nonlinear problem

It should be pointed out that although the Boussinesq
equations or model is designed for the numerical computa-
tion in this work, the numerical results are very accurate as
verified for fully nonlinear and dispersive surface waves in
the next subsection. The present Boussinesq equations are
equivalent to the Zakharov model [20], but the system is
closed in a different way. A series solution of the Laplace
equation is used in the present work while an integral form is
used in Zakharov’s paper.

036608-2



CRITICAL RATIO BETWEEN THE AMPLITUDES OF TWO...

1.6

1.4r

1.2r

1

> 0.8

0.6 “ @
0.4~ g

0.2 W

-50 0 50 100 150 200 250
X

FIG. 1. Evolution of the third order Grimshaw solitary wave.

In fact, the present model gives an exact solution if infi-
nite series are retained in Egs. (5) and (6). In this sense, it is
an asymptotical solution of the fully potential problems. Al-
though truncations of the infinite series operators are applied,
there is no approximation for the nonlinear terms. Hence it is
regarded as a fully nonlinear model.

The truncation affects the dispersive character of the wave
model. The accuracy of the Padé series is verified by
[17,21,22] for fully nonlinear and highly dispersive prob-
lems. The truncation of the infinite Taylor series approaches
the exact solution for long waves but leaves the approxima-
tion for short waves. From the Fourier analysis of the linear
dispersion relation and nonlinear transfer function, the rela-
tive error is neglectable for kA< m when the Padé series
truncation is used, where k is the wave number and # is the
water depth. The wavelength of the waves with kh=m is
about two times the water depth, which is much shorter than
the general solitary waves. For long waves there is almost no
loss of accuracy comparing the fully nonlinear and fully dis-
persive problems. Even for extremely high solitary waves,
e.g., =0.6, the wavelength is about 10, which is still much
longer than the limit of the application range.

Compared with the weakly nonlinear and weakly disper-
sive models, such as the KdV equation and the Camassa-
Holm equation [23], the present Boussinesq model is fully
nonlinear and highly dispersive. It is a much better approxi-

1.3

o
0.2 0.4 0.6 0.8

FIG. 2. Comparison on the phase celerity between FNHDB and
the Jonsson’s rational-function approximation.
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FIG. 3. Comparison on the solitary wave profiles between Wu
[13] (dots) and FNHDB (solid line).

mation of the Euler equations. Furthermore, the present
model provides velocity distribution in addition to surface
elevation, therefore it provides a deeper insight about the
collisions.

C. Verification

For the time stepping problems, a proper initial condition
is necessary. However, no explicit analytical solitary solution
to the FNHDB model is known yet. Hence we need to obtain
the actual wave profile and velocity from the evolution of an
arbitrary approximate initial condition numerically.

An approximate initial condition, the third order Grim-
shaw’s solitary wave solution, is proposed along the wave
flume. Due to the inconsistence between the initial wave and
the FNHDB model, the solitary wave will deform and trail-
ing waves will separate from the major part of the wave. In
general, both the wave amplitude and profile will change. To
obtain the initial condition for a desired amplitude solitary
wave, several runs are needed. Propagating for a long dis-
tance, a pure and steady solitary wave satisfying the FNHDB
model will be formed. In this sense, the numerical solitary
wave solution to the FNHDB model is obtained with self-
balance of nonlinearity and dispersion. After discarding the
trailing waves, the velocity and surface elevation are saved
for further studies.

The temporal evolution history of the third order Grim-
shaw’s solitary wave governed by the FNHDB model is
shown in Fig. 1. The free surface elevation is uplift for 0.1 in
the vertical direction and the time interval is 15 s. As dis-
played in Fig. 1, the initial third order Grimshaw’s solitary
wave of height 0.5461 develops into a solitary wave of
height 0.6 satisfying the FNHDB model after a long distance
evolution.

After the steady wave profile and velocity field are ob-
tained, various studies can be performed. The celerity esti-
mated from the numerical solution of the FNHDB model is
1.2507 for steady wave amplitude a;=0.6. Comparing the
rational-function approximation formulation [24], the rela-
tive error is about 0.1%. With the same procedure, the other
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FIG. 4. Time evolution of two overtaking solitary waves, for
a;=0.6, and @,=0.1 in (a), 0.1503 in (b), and 0.2 in (c), with time
interval Ar=2 s. Dashed-dotted lines: wave surface profiles before
the encounter; solid lines: wave surface profiles at the center of
encounter; dashed lines: wave surface profiles after the encounter.

wave’s celerity is calculated and shown in Fig. 2. Keeping
the Courant number equal to 0.5, the spatial grid sizes vary
from 0.2 to 0.02 according to the wave amplitudes in these
runs. Good agreements are found for both the small and large
amplitude waves. Moreover, the solitary waves’ reflections
from the vertical wall are calculated in [17] using the present
FNHDB model and the numerical results agree well with
others. The reflection of a solitary wave from a vertical wall
mimics the head-on collision, which is the kind of weak
interaction. All these verifications guarantee the effectiveness
of the proposed model in simulating the strong interactions
between binary solitary waves overtaking collision.

Before ending the section of validation, a critical com-
parison on the profiles of the FNHDB model against Wu’s
result [13] is conducted, as shown in Fig. 3. Herein the wave
amplitude takes the value of @=0.59797. As we know, the
accuracy of the surface profile is a good manuscript of the
numerical model when considering the nonlinear and disper-
sive characteristics. There is almost no difference between
the numerical results of the FNHDB model and Wu’s profile,
which means the FNHDB model is a very good approxima-
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FIG. 5. Time evolution of two overtaking solitary waves with
a1=0.6 and 02201503

tion of the Euler equations and it is an accurate model to
simulate solitary waves, even for extremely high nonlinear
solitary waves.

III. OVERTAKING COLLISIONS
A. Critical ratio

The overtaking collisions between two solitary waves are
numerically simulated to find the critical ratio. The critical
ratio is the ratio between the amplitudes of the two incident
waves, o=a;/ a,, for which the curvature of the surface el-
evation is zero at the center of encounter during the overtak-
ing collision.

Keeping the amplitude of large solitary wave, «a, fixed, a
few combinations with several relative small solitary waves
of amplitude «, around the critical condition are simulated
for the overtaking collision. Whether the two crests pass
through each other or remain separated can be identified by
evaluating the curvature of the free surface elevation at the
center of encounter. When the two incoming solitary waves
satisfy the critical condition, the curvature of the free surface
is zero at the center.

The initial conditions were taken to be two waves placed
adjacent to each other with a distance long enough to ensure
that the superposition effect is not introduced, as verified by
preliminary numerical tests.

For a;=0.6, calculations with various «, are carried out.
The numerical results for a,=0.1, 0.2, and 0.1503 are shown
in Fig. 4. The time interval between adjacent surface eleva-
tions is 2 s. The dash-dot lines are surface elevations before
the encounter instant, and the dash lines are after the encoun-
ter instant. At the encounter instant, shown by the solid line,
there are two class profiles: there is only one peak for «,
=0.1 and double peaks for a,=0.2. The separation of these
two profiles is the critical condition, i.e., a,=0.1503 for «;
=0.6. A zooming-out time evolution is shown in Fig. 5 for
two incoming waves satisfying the critical condition. The
free surface elevation is uplift for 0.1 in the vertical axis and
the time interval is 10 s for two adjoining time instants.

At the center of encounter, the detailed geometrical prop-
erties, such as surface slope and curvature, are shown in Fig.
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FIG. 6. The wave profiles at the center of encounter of two
overtaking solitary waves with «;=0.6, a,=0.1, 0.2, and 0.1503.
Top panel (a): free surface elevation; middle panel (b): slope of the
surface elevation; bottom panel (c): curvature of the surface
elevation.

6. Both the slope of the surface {, and the curvature {,, are
zero at the peak, which satisfies the critical condition.

With the same procedure, other combinations are con-
ducted. The numerical results for the critical conditions are
listed in Table I for waves of both small amplitude and large
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FIG. 7. Velocity field at the center of encounter for a;=0.6 and
0220.2,
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TABLE 1. Critical ratios for overtaking collision vs a list of
values for a;.

a a, o
0.0600 0.0199 3.012
0.1032 0.0329 3.137
0.2121 0.0648 3.273
0.3255 0.0944 3.448
0.4422 0.1211 3.651
0.5469 0.1412 3.873
0.6000 0.1503 3.992
0.6444 0.1570 4.104

amplitude. For very weak nonlinear waves, e.g., a; <0.1, the
wavelength becomes very long and the separation of the
large amplitude wave and the small one needs a much longer
distance. The critical ratio approaches 3, the value predicted
by the KdV equation for small amplitude waves. For ex-
tremely small waves, e.g., @;=0.06 and a,=0.0199 satisfy-
ing the critical condition, the minimal surface elevation dur-
ing the encounter is 0.0399, which is very close to the value
a)—a, predicted by the KdV model. For large amplitude
waves, the critical condition significantly deviates from the
weakly nonlinear and weakly dispersive model. When «;
=0.6, the critical ratio is closer to 4. The minimal surface
elevation during the encounter is 0.3801, which is much
smaller than the value of a;—a,=0.4497 predicted by the
KdV theory.

B. Velocity field

Besides the free surface elevation ¢ and velocity compo-
nents # and w, the velocity field could be constructed by
using Boussinesq formulas (5) and (6). The velocity field is
shown in Figs. 7 and 8.

For the overtaking collision, the horizontal velocity de-
creases along the vertical z axis from the free surface z={ to
bottom z=—1 within a range of x, e.g., x € (-3.55,3.55) in
Fig. 9 and x € (-3.11,3.11) in Fig. 10. Outside these regions,
the horizontal velocity increases from surface to bottom,
hence the maximum horizontal velocity occurs at the bottom.
This property holds for arbitrary solitary waves in the frame-
work of the fully nonlinear and highly dispersive theory.
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X

FIG. 8. Velocity field at the center of encounter for a;=0.6 and
a,=0.1503.
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FIG. 9. Top panel (a): horizontal velocity at free surface (solid
line), Z (dashed-dotted line), and bottom (dashed line); bottom panel
(b): vertical velocity at free surface (solid line), Z (dashed-dotted
line), and bottom (dashed line).

A typical computed velocity distribution is shown in Fig.
11 for a single solitary wave with amplitude @=0.6. Since
the solitary wave is a long wave, the first order approxima-
tion of velocity distribution could be used to explain the
distribution property of the velocity field. Neglecting the
higher order dispersive terms, the Boussinesq formula (5)
could be simplified as

0.4

0.3 4 ‘\\ 7

S 0.2F i

FIG. 10. Top panel (a): horizontal velocity at free surface (solid
line), Z (dashed-dotted line), and bottom (dashed line); bottom panel
(b): vertical velocity at free surface (solid line), Z (dashed-dotted
line), and bottom (dashed line).
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FIG. 11. Velocity distributions for a=0.6. Horizontal velocity
[top panel (a)] and vertical velocity [middle panel (b)] at free sur-
face (solid line), Z (dashed-dotted line), and bottom (dashed line);
bottom panel (c): horizontal velocity distributions along z axis at
different locations.

u(x,z,t) = i(x,t) + (z = D (x,0) + -+ . (7)

Taking ii(x,7) as a reference, the velocity reads a(x,7)
=i(x,1)+(L+0.5)W,(x,1) at free surface and u,(x,1)=1i(x,1)
—0.5w,(x,7) at the bottom. Within the interval of the two
extremum values of w, W, has positive value, as shown in
Fig. 11, thus the velocity at the level above Z is higher than i
while the velocity below Z is lower than #. Since { is posi-
tive, ii—u is larger than &i—u,. Outside this interval, the value
of W, is negative. Consequently, the horizontal velocity dis-
tribution along the vertical direction has an opposite trend. In
addition, the absolute value of w, around the peak is larger
than that in the far field, therefore the horizontal velocity
changes more rapidly near the peak but more gently in the
far field.

C. Comparison with other high order theories

Including the second order terms, the extended KdV equa-
tion reads
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FIG. 12. Comparison on critical ratios between two extended
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gt + 6§§x + gxxx + ac §2§X + ac2§x§xx
+ ac3§§xxx + ac4§xxxxx = 07 (8)

where « is a dimensionless measurement of the wave ampli-
tude. For the case of surface waves in shallow water, the
coefficients are

=1, c=7=

derived by Kodaman [9] and

23 5
6° “T3 @
derived by Marchant and Smyth [10].

The asymptotical solution can be obtained by transform-
ing the extended KdV (eKdV) equation to the KdV equation
as discussed in [25]. There are two branches for each eKdV
model in Fig. 12. This is because the parameter « in Eq. (8)
cannot be uniquely determined for a binary solitary waves
system. Each branch corresponds to either «; or «,, and the
critical conditions should lie somewhere between the two
branches. Including the second order terms, the critical con-
dition increases and is larger than 3, while still much smaller
than the value predicted by the FNHDB model.

After a long time evolution, herein 170 s after the encoun-
ter for a;=0.6, a small trailing wave separates from the soli-
tary waves, as observed in Fig. 13. To eliminate the influence
of numerical dispersion, either the small amplitude wave or

19
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FIG. 13. Trailing waves at 170 s after encounter of the binary
solitary waves collision, a;=0.6.

the large wave is run separately and no trailing wave is
found. This implies that the trailing wave is generated during
the overtaking collision. In the inset, the vertical scale is
magnified to observe the dispersive trailing waves generated
by the interaction. The overtaking collision of solitary waves
is perfectly elastic for the KdV model. From the computa-
tional results of the FNHDB model, the overtaking collision
is nearly elastic, which agrees with other numerical results of
high order KdV models.

IV. CONCLUSIONS

By numerically solving the fully nonlinear and highly dis-
persive Boussinesq equations, it is found that the critical ra-
tio is related to the leading solitary wave amplitude for over-
taking collision. For an extremely small wave, the critical
ratio approaches 3, which indicates that the various KdV
models or bidirectional long wave models give reasonably
correct predictions. With the increasing of the wave ampli-
tude, the critical ratio increases and is significantly different
from 3. For extremely strong nonlinear waves, e.g., «;
~(.6, the critical ratio reaches the magnitude of 4 and the
collision is nearly elastic.
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